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Anticipating synchronization is considered as a tool for a real-time forecasting of chaotic dynamics. An anti-phase diagonal
coupling scheme is introduced in order to supply the long-term prediction of behaviour of a drive system. The efficiency of
such a scheme is studied analytically using a simple model of unstable spiral and justified numerically for two unidirectionally
coupled chaotic Rössler systems. The maximum prediction time attained with our algorithm equals to the half of characteristic
period of chaotic oscillations.
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1. Introduction

Long ago the notion of chaos was associated with
the devoid of structure, absolutely uncontrollable and
unpredictable state or process [1]. In the end of 1980s
the things have been changed due to the progress in
computer technology: the qualitative measures of order
for the chaotic system were introduced (e. g., Lyapunov
exponents) and classical control of dynamical systems
turned into chaos control area [2]. Finally, in 2000, a
way of forecasting of chaotic dynamics was introduced
by Voss [3]. The proposed method relies on the phe-
nomenon of anticipating synchronization.

The phenomenon of synchronization refers to the
collective timing of coupled systems and manifests it-
self in physical, chemical, as well as biological sys-
tems [4]. Recently the notion of synchronization was
generalized and applied to different chaotic systems [5–
11]. Anticipating synchronization refers to a particular
regime, which appears in unidirectionally coupled sys-
tems in a master–slave configuration. In this regime,
two dynamical systems synchronize in such a way that
the slave system anticipates the trajectory of the mas-
ter. Anticipating synchronization has been studied the-
oretically and experimentally in many systems, e. g., in
chaotic semiconductor lasers [12–14], in electronic cir-
cuits [15], in excitable systems [16], in coupled inertial
ratchets [17], and in neural networks [18, 19]. It is re-
markable that neither nonlinearity nor chaotic dynamics

of the master and drive systems are the necessary con-
dition for the anticipating synchronization [20].

Two principal schemes have been proposed in order
to achieve anticipated synchronization. Both schemes
use delay lines which allow forecasting of a master tra-
jectory by a slave identical system. The first scheme
implies the presence of delay in the master system and
uses the technique of complete replacement [3]:

ṙ1(t) = −αr1(t) + f(r1(t− τ)) , (1a)

ṙ2(t) = −αr2(t) + f(r1(t)) , (1b)

where α > 0 is a constant, f(r) is a function which de-
fines the autonomous dynamical system under consid-
eration, and τ is the delay time. The first equation de-
scribes the behaviour of the master system and another
manages the evolution of the slave system. The second
scheme, delay coupling [21], is one that does not imply
the presence of delay in the master system and includes
only a delay in the slave dynamics:

ṙ1(t) = f(r1(t)) , (2a)

ṙ2(t) = f(r2(t)) + K[r1(t)− r2(t− τ)] , (2b)

where K is a coupling strength matrix. It is easy to see
that in both schemes the manifold r2(t) = r1(t+ τ) is
a solution of the equations, i. e., the slave anticipates by
an amount τ the output of the master. In the first case,
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Eqs. (1), the anticipated solution is globally stable in-
dependent of both function f(r) and the arbitrarily large
delay time τ [3]. Delay coupling scheme, Eqs. (2), de-
serves more attention than that of complete replacement
despite the fact that it requires some constraints on the
anticipation time τ and coupling K for the synchroniza-
tion solution to be stable [20, 21]. This is because the
anticipating time τ is included as an external parame-
ter and does not influence the dynamics of the master
system. In principle, any dynamical system can be pre-
dicted by using this scheme [18].

Naturally, one attends to construct the coupling
schemes with a possibly large anticipation time. The
analysis of the scheme (2b) with a diagonal matrix K
shows that it is ineffective [3]. Its maximum stably an-
ticipation time is much shorter than the characteristic
time scales of the system’s dynamics. Then Voss [21]
proposed to extend Eq. (2b) with a chain of N unidirec-
tionally coupled slave systems

ṙi(t) = f(ri(t)) + kK[ri−1(t)− ri(t− τ)] ,

i = 2, . . . , N + 1 . (3)

Formally, the prediction time of this scheme is N times
larger as compared to the scheme described by Eqs. (2).
However, more recently it has been shown that the chain
is unstable to propagating perturbations [22].

In our recent publication [23], we considered the
single-slave scheme with coupled Rössler-like [24]
chaotic systems. We proposed an algorithm of the de-
sign of the matrix K based on a phase-lag compensating
coupling (PLCC). We took into account the peculiar-
ity of a topology of the Rössler system [24] and intro-
duced a coupling matrix that projects the vector field
onto the unstable spiral manifold and rotates this pro-
jection by the angle α = ωτ . Here ω is a frequency of
the unstable spiral. The advantage of this choice is in
providing a stabilizing negative feedback. In this paper
we suggest the way to simplify the experimental imple-
mentation of the PLCC method. We study the case of
α = π, i. e., an anti-phase diagonal coupling (APDC)
scheme. First, we consider the simple model of two
identical spirals with delayed unidirectional coupling.
Obtained results enable us to estimate the optimal val-
ues of the control gain and the largest prediction time.
Then we deal with two identical chaotic systems and
perform numerical calculations to justify the anticipat-
ing synchronization in unidirectionally coupled Rössler
systems with the anti-phase diagonal coupling scheme
and with anti-phase coupling only in one dynamical
variable. It is shown that prediction time attained by

the APDC scheme is equal to the half of characteristic
period of chaotic oscillations.

2. Analytical treatment for the coupled spirals

When analysing the anticipating synchronization it
is usual to study simplified models describing the es-
sential features of system’s behaviour (e. g., [16]). A
simplified dynamical model we have used to imitate
the essential properties of the Rössler system is de-
scribed by two linear equations: ẋ = γx − ωy and
ẏ = ωx+γy, which define an unstable spiral with posi-
tive increment γ and frequency ω [23]. For the complex
variable z = x + iy, this system can be presented by a
simple equation ż = (γ + iω)z. Then equations for an-
ticipating synchronization of two spirals take the form

żd = (γ + iω)zd , (4a)

ż = (γ + iω)z − k[zd − z(t− τ)] . (4b)

Here zd(t) and z(t) are the complex amplitudes in the
point of time t. The dynamical variable zd characterizes
the drive (master) system described by Eq. (4a). The
response (slave) system described by Eq. (4b) is con-
nected to the first one via the anti-phase delayed cou-
pling−k[zd−z(t−τ)]. The solution of the drive system
(4a) is

zd(t) = e(γ+iω)t . (5)

It is easy to see that the anticipating synchronization
manifold zd(t + τ) = z(t) is a solution of the equa-
tions. However, the delay coupling scheme requires
some constraints on the anticipation time τ and cou-
pling strength k for the synchronization solution to be
stable [21]. That is why we proceed with the analytical
treatment of the system stability. First, we introduce the
deviation

∆(t) = z(t)− zd(t+ τ) (6)

and obtain the dynamical equation for it

∆̇ = (γ + iω)∆ + k∆(t− τ) . (7)

Looking for a solution of Eq. (7) in a form of

∆ = e(λ+iω)t (8)

we obtain the characteristic equation

(λ− γ)eλτ − ke−iωτ = 0 . (9)

Taking W (y) = τ(λ − γ) with y = k τ e−γτe−iωτ ,
we see that function W (y) satisfies the definition of
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Fig. 1. The dependence Re[W (xeiφ)] versus x for the cases: φ =
π/2 (dot line), π/2 < φ < 3π/2 (solid line), and φ = 3π/2 (dash
line). Here φ = ωτ , ω is the frequency of the spiral, and τ is the

prediction time.

the Lambert function: W (y)eW (y) = y [25]. Hence,
the solution of the characteristic equation (9) can be ex-
pressed through the Lambert function:

λ = γ +
W (kτe−(γτ+iωτ))

τ
. (10)

Now we are interesting in the stability of the synchro-
nization regime and its boundaries on the system’s pa-
rameter plane. Synchronization regime is stabile only
when

Re[λ(k)] < 0 . (11)

Taking into account the expression (10) for the eigen-
values, at first we analyse when the condition

Re[W (xe−iωτ )] < 0 (x = kτe−γτ > 0) (12)

is satisfied. The character of behaviour of the func-
tion Re[W (xe−iωτ )] depends on the prediction time τ
as demonstrated in Fig. 1. We see that the condition
(12) is satisfied when

π

2ω
< τ <

3π

2ω
. (13)

In order to find the synchronization ranges, i. e., the val-
ues of the control parameter k satisfying Re[λ(k)] = 0,
we substitute λ = iΩ in Eq. (9). This gives the expres-
sion for the critical value of the control parameter kc,

k2c = Ω2 + γ2 , (14)

and for the critical value of the prediction time τc,

τc =
arctg(Ω/γ) + π

Ω+ ω
. (15)

Fig. 2. Anticipating synchronization stability diagrams in the τ−k
plane for coupled spirals at ω = 0.997 and γ = 0.074. The dotted
line bounds the region of the stability for diagonal coupling (α =
0). The boundaries of stability for the PLCC (α = ωτ ) are depicted
by the dashed lines. The solid line confines the region of stability of
the synchronization manifold for the anti-phase diagonal coupling

(APDC, α = π).

Making use of Eq. (15) we plotted the anticipating syn-
chronization region in the (τ, k) plane for the anti-phase
coupling (α = π) in Fig. 2, solid lines, and compared it
with the stability regions for the PLCC (α = ωτ ) [23],
dash lines, and diagonal coupling (α = 0), dot lines.
We see that synchronization regime is possible for τ =
3.6, as it was obtained via the PLCC method [23]. Ad-
ditionally, we depict a dependence of the eigenvalues
Re(λ) versus coupling strength parameter k for pre-
diction time τ = 3.6 making use of Eq. (10) (Fig. 3).
The minimum of this curve lies in the region of nega-
tive values of the eigenvalues when coupling parameter
k = kop = 0.15.

3. The forecasting of chaotic dynamics

The obtained analytical results encourage us to pro-
ceed with the forecasting of chaotic dynamics via antic-
ipating synchronization with the APDC. We consider
two unidirectionally coupled identical dynamical sys-
tems:

ṙ1 = f(r1) , (16a)

ṙ2 = f(r2) + K−[r1 − r2(t− τ)] , (16b)

where the anti-phase diagonal coupling matrix K− =
−diag[1, 1, 1] is introduced in contrast to commonly
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Fig. 3. Dependence of Re(λ) on coupling strength k for coupled
spirals with the parameters ω = 0.997 and γ = 0.074. Prediction
time equals to 3.6. Optimal value of the coupling parameter kop =

0.15.

used diagonal coupling matrix K = diag[1, 1, 1]. In
the case of anticipating synchronization we have

r1(t) = r2(t− τ) , (17)

and the coupling term K−[r1 − r2(t− τ)] vanishes. In
order to analyse the stability of the synchronization state
we derive the dynamical equation

δṙ2 =
∂f

∂r2

∣∣∣∣
r2(t)=r1(t+τ)

δr2 − K− δr2(t− τ) (18)

for the deviation vector

δr2(t) = r2(t)− r1(t+ τ) . (19)

To specify our investigation we restrict ourselves to the
Rössler system [24]

ṙ = f(r) (20)

with vector variable r = [x, y, z] and vector field

f(r) = [−y − z, x+ a y, b+ z (x− c)] , (21)

where a, b, and c are positive parameters, and both r
and f are the vector columns. The phase portrait of the
Rössler system is given in Fig. 4. Here the strange at-
tractor is originated from the fixed point r0 = [(c −
s)/2, (s − c)/2a, (c − s)/2a] located close to the ori-
gin, where s = (c2 − 4ab)1/2. The fixed point is a sad-
dle focus with an unstable two-dimensional manifold
(an unstable spiral) almost coinciding with the (x, y)
plane and a stable one-dimensional manifold almost co-
inciding with the z axis. The phase point of the system
spends most time in the (x, y) plane moving along the
unstable spiral. Whenever x approaches a value x ≈ c,

Fig. 4. Phase portrait of the Rössler system for a = 0.15, b = 0.2,
and c = 10.

the z variable comes into play. The phase point leaves
for a short time the (x, y) plane and then returns to the
origin via a stable z axis manifold.

We proceed with the investigation of the two cou-
pled Rössler [24] systems. That is, in Eqs. (16) we
set r1 = [x1, x2, x3] and r2 = [y1, y2, y3] and in
Eq. (21) we set such values of the parameters: a = 0.15,
b = 0.2, and c = 10. Dynamical equation (18) for the
deviation of the slave system with the dynamical vari-
able r2 = [y1, y2, y3] transforms to

δẏ1 = −δy2 − δy3

δẏ2 = δy1 + aδy2

δẏ3 = [y1(t+ τ)− c]δy3 + y3(t+ τ)δy1

+

+ K


δy1(t− τ)

δy2(t− τ)

δy3(t− τ)

 , (22)

where δr2(t) = r2(t)− r1(t+ τ) = [δy1, δy2, δy3].
The negative value of the maximal Lyapunov expo-

nent is the essential condition for the synchronization
regime to be stable. Making use of Eq. (22) we obtained
the value −0.017 for the largest Lyapunov exponent of
the slave for the value of the coupling strength k equal to
0.17 (optimal) and the prediction time equal to 3.6. Nu-
merical simulations of dynamics of two coupled Rössler
systems demonstrating anticipating synchronization at
specified system parameters are shown in Fig. 5.

In order to further simplify the coupling scheme and
make it more attractive for experimental implementa-
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Fig. 5. Dynamics of the Rössler systems in the anticipating synchro-
nization regime. The prediction time is τ = 3.6 and the coupling
strength is k = 0.17. System parameters are: a = 0.15, b = 0.2,

and c = 10.

Fig. 6. Dynamics of the Rössler systems in synchronization regime
with anti-phase coupling in x axis direction. The prediction time is
τ = 3.6 and the coupling strength is k = 0.3. System parameters

are: a = 0.15, b = 0.2, and c = 10.

tion, we consider the coupling law Kx = diag[1, 0, 0]
in the scheme (16):

ṙ1 = f(r1) , (23a)

ṙ2 = f(r2) + Kx (r1 − r2(t− τ)) . (23b)

Here we introduce the coupling only in one, x, vari-
able. Numerical simulations of dynamics of two cou-
pled Rössler systems in such a case are demonstrated
in Fig. 6. We observe again the anticipating synchro-
nization with the prediction time τ = 3.6. The negative
value (−0.01) of the maximal Lyapunov exponent con-
firms the stability of this regime.

4. Conclusions

Anticipating synchronization can be used as an effec-
tive tool for a long-time forecasting of chaotic dynamics
in real time. We constructed a new coupling scheme in
order to simplify the experimental implementation of
the earlier introduced phase lag compensating coupling
(PLCC) scheme [23]. The anti-phase diagonal coupling
(APDC) scheme and the one-variable APDC were in-
troduced. Performed analytical treatment and numer-
ical simulations demonstrate that the attained predic-
tion time with these coupling schemes is equal to the
half of characteristic period of chaotic oscillations. The
proposed APDC scheme has an obvious advantage of a
simple experimental implementation in comparison to
the PLCC algorithm.
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CHAOTINIŲ BŪSENŲ PROGNOZĖ NAUDOJANT PRIEŠINGOS FAZĖS RYŠĮ

T. Pyragienė, K. Pyragas

Fizinių ir technologijos mokslų centro Puslaidininkių fizikos institutas, Vilnius, Lietuva

Santrauka
Nagrinėjama prognozuojanti sinchronizacija [3]. Toks sinch-

ronizacijos režimas stebimas siųstuvo–imtuvo konfigūracijoje, kai
siųstuvas veikia imtuvą, o atvirkštinio ryšio nėra. Imtuvas sinchro-
nizuojasi su siųstuvu ateitimi, t. y. imtuvas numato siųstuvo dina-
mikos ateitį. Chaotinių sistemų prognozės uždaviniuose siekiama
gauti kiek įmanoma ilgesnę prognozės trukmę. Atlikti tyrimai pa-
rodė, kad paprastai naudojama diagonali matrica yra neefektyvi [3],
nes šiuo atveju maksimali prognozės trukmė žymiai mažesnė už bū-
dingąsias dinaminės sistemos trukmes. Neseniai pasiūlėme nedia-

gonalią ryšio matricą, kurios konstravimo algoritmas paremtas fa-
zės delsos kompensacija (FDK) imtuvo sistemoje [23]. Šis metodas
žymiai prailgina prognozės trukmę tiek, kad ji tampa palyginama su
būdinguoju chaotinės sistemos periodu.

Darbe siūlomas modifikuotas FDK algoritmas: imtuvo siste-
moje uždelstas grįžtamasis ryšys įjungiamas priešfazėje. Ši mo-
difikacija žymiai supaprastina prognozuojančios sinchronizacijos
režimo eksperimentinį įgyvendinimą. Pasiūlyto algoritmo atveju
prognozės trukmė yra lygi charakteringo chaotinės sistemos pe-
riodo pusei.


